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Situated Grounding and Spatial Reasoning
■ Mul$modal Situated Grounding – co-percep$on and co-a6en$on are 

necessary to understand deixis and rela$ve spa$al expressions
◻ Put the big one right here.
◻ I want the cookie on the le4 behind the donut. 
◻ Show me a coffee shop around … here.

■ Understanding Events and their Results – ac$ons change the spa$al 
nature of the environment
◻ Mary opened the door and le4 the room. 
◻ Put the book in the bag. Take the bag to the car.
◻ Remove the seeds and cut into thin strips, then brown in oil. 

■ Apprecia$on of spa$al proper$es of objects - intrinsic vs. rela$ve 
Frame of Reference
◻ The tree behind the bench
◻ The bench in front of the tree
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Approaches and Tools 

■ Spatial Reasoning and Situated Grounding
Spatial AMR 

■ Human-Object Interactions and affordance reasoning
multimodal dialogue and interactions; understanding 
events and their results.

■ Dense paraphrasing - Data augmentation:
GLAMR (Object Change-tracking)
Converting any modality into textual representations

■ Vision Language Action Models (VLA)



Levels of Grounding

1. Self-grounding (unimodal)

2. Cross-grounding (mulKmodal)
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Situated Grounding and Context

DARPA Communica.ng with Computers BAA - Paul Cohen, PM (2015)



Motivating Example



Motivating Example



Motivating Example



Motivating Example



Mo/va/ng Example
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Situated Grounding – Foundational Work
● Cassell, J., Nakano, Y., Reinstein, G., & Stocky, T. (2003). Towards a model of face-to-face 

grounding. ACL.
● Holroyd, A., Rich, C., Sidner, C. L., & Ponsler, B. (2011). Generating connection events for human-

robot collaboration. 2011 RO-MAN, IEEE.
● Traum, D., and Rickel, J. (2002). Embodied agents for multi-party dialogue in immersive virtual 

worlds. Proc. Autonomous agents and multiagent systems.
● Scheutz, M., Schermerhorn, P., Kramer, J., & Anderson, D. (2007). First steps toward natural 

human-like HRI. Autonomous Robots, 22(4).
● Elliott, D., D. Kiela and A. Lazaridou (2016) Multimodal Learning and Reasoning, ACL Tutorial.
● Yatskar, M., Zettlemoyer, L., and Farhadi, A. (2016). Situation recognition: Visual semantic role 

labeling for image understanding. Proceedings of the IEEE CVPR.
● Hough, J., & Schlangen, D. (2017). A Model of Continuous Intention Grounding for HRI.
● Alikhani, M., and Stone, M. (2020). Achieving Common Ground in Multi-modal Dialogue. In 

Proceedings of the 58th Annual Meeting of ACL Tutorial
● Henlein, A., Gopinath, A., Krishnaswamy, N., Mehler, A., & Pustejovsky, J. (2023). Grounding 

human-object interaction to affordance behavior in multimodal datasets. Frontiers in artificial 
intelligence, 6, 1084740.

● Chen, Zhenyu, Ronghang Hu, Xinlei Chen, Matthias Nießner, and Angel X. Chang. "Unit3d: A 
unified transformer for 3d dense captioning and visual grounding." In Proceedings of the IEEE/CVF 
International Conference on Computer Vision, pp. 18109-18119. 2023.

● Wang, Haozhong, Hua Yu, and Qiang Zhang. "Detecting Zero-Shot Human-Object Interaction with 
Visual-Text Modeling." In 2023 9th International Conference on Virtual Reality (ICVR), pp. 155-162. 
IEEE, 2023.
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Situated Grounding and Spatial Reasoning
■ Frames of Reference

Absolute (coordinate system)
Relative (from an agent view)
Intrinsic (inherent property of object)

Levinson, S. C. (2003). Space in language and culture: Explorations in 
cognitive diversity. Cambridge: Cambridge University Press
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Interactive Object Recognition in Dialogue 

■ Das, A., Kottur, S., Moura, J. M., Lee, S., & Batra, D. (2017). Learning cooperative visual dialog agents with 
deep reinforcement learning. In Proceedings of the IEEE international conference on computer vision (pp. 
2951-2960).

■ Shekhar, R., Testoni, A., Fernández, R., & Bernardi, R. (2019). Jointly Learning to See, Ask, Decide when to 
Stop, and then GuessWhat. In CLiC-it.

■ Shukla, P., Elmadjian, C., Sharan, R., Kulkarni, V., Turk, M., & Wang, W. Y. (2019). What Should I Ask? Using 
Conversationally Informative Rewards for Goal-Oriented Visual Dialog. arXiv preprint arXiv:1907.12021.

■ Kim, Hyounghun, Hao Tan, and Mohit Bansal. "Modality-balanced models for visual dialogue." In 
Proceedings of the AAAI Conference on Artificial Intelligence, vol. 34, no. 05, pp. 8091-8098. 2020.
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Spatial Reasoning in Collaborative Tasks

Dan, S., Kordjamshidi, P., Bonn, J., Bhatia, A., Cai, Z., Palmer, M., & Roth, D. (2020). From Spatial Relations to 
Spatial Configurations. Proceedings of The 12th Language Resources and Evaluation Conference (pp. 5855-5864).
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Spatial Reasoning and AMRs

Dan, S., Kordjamshidi, P., Bonn, J., Bhatia, A., Cai, Z., Palmer, M., & Roth, D. (2020). From Spatial Relations to 
Spatial Configurations. Proceedings of The 12th Language Resources and Evaluation Conference (pp. 5855-5864).



16

Spatial Reasoning in Minecraft
Create models that generate spaKal descripKons

Narayan-Chen, A., Jayannavar, P., & Hockenmaier, J. (2019). Collaborative dialogue in Minecraft. In Proceedings of 
the 57th Annual Meeting of the Association for Computational Linguistics (pp. 5405-5415).
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Spatial Reasoning in Minecraft
Create models that execute spatial actions

Jayannavar, P., Narayan-Chen, A., & Hockenmaier, J. (2020). Learning to execute instructions in a Minecraft 
dialogue. In Proceedings of the 58th Meeting of the Association for Computational Linguistics (pp. 2589-2602).
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Situated Grounding in Human Robot Dialogue

Chai, J. Y., Fang, R., Liu, C., & She, L. (2016). 
Collaborative language grounding toward situated 
human-robot dialogue. AI Magazine, 37(4), 32-45.

■ Establish a Joint Perceptual Basis 
through language grounding

■ Graph-Matching for Interpreting Referring Expressions
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Grounding - Multimodal Spatial Expressions

■ Interpredng muldmodal spadal descripdons in route giving tasks.
■ Gestures not only contribute informadon, but also help interpretadons of speech 

incrementally, due to its parallel nature.

Han, T., Kennington, C., & Schlangen, D. (2018). Placing Objects in Gesture Space: Toward 
Real-Time Understanding of Spatial Descriptions. In AAAI18.
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Situated Grounding and Pointing Actions

Alikhani, M., Khalid, B., Shome, R., Mitash, C., Bekris, K. E., & Stone, M. (2020). That and There: Judging the 
Intent of Pointing Actions with Robotic Arms. In AAAI (pp. 10343-10351).

■ Pointing to something  vs. somewhere
■ Human subjects show greater flexibility in interpreting 

the intent of referential pointing compared to locating 
pointing, which needs to be more deliberate.



21

Spatial Reasoning and Situated Meaning

Krishnaswamy, N. and Pustejovsky, J. (2020). Neurosymbolic AI for Situated Language Understanding. In 
Annual Conference on Advances in Cognitive Systems (ACS). Cognitive Systems Foundation.
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Situated Meaning and Common Ground

Stalnaker R., “Common ground”, Linguistics and philosophy, vol. 25, no 5-6, p. 701-721, 2002
Clark H. H., Brennan S. E., “Grounding in communication”, Perspectives on socially shared cognition, vol. 
13, p. 127-149, 1991.
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Embodiment and Situated Grounding

Pustejovsky, J., & Krishnaswamy, N. (2020). Embodied Human-Computer Interactions through Situated Grounding. In 
Proceedings of the 20th ACM International Conference on Intelligent Virtual Agents.
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Situated Grounding in Dialogue

Krishnaswamy, Nikhil, Pradyumna Narayana, Rahul Bangar, Kyeongmin Rim, Dhruva Patil, 
David McNeely-White, Jaime Ruiz, Bruce Draper, Ross Beveridge, and James Pustejovsky. 
"Diana's World: A Situated Multimodal Interactive Agent." In Proceedings of the AAAI Conference 
on Artificial Intelligence, vol. 34, no. 09, pp. 13618-13619. 2020.
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Embodiment and Situated Grounding

Pustejovsky, J., & Krishnaswamy, N. (2020). Embodied Human-Computer Interactions through Situated Grounding. In 
Proceedings of the 20th ACM International Conference on Intelligent Virtual Agents.



Identify requirements involved in developing a 
semantics for referential grounding in a situated 
context.
This models a native human capability , so we study 
Human-human interactions ( HHI ) in multimodal 
communication.
Modeling human-object interactions for communication
❑ Object properties and behaviors 
❑ actions associated with objects

HOI and Situated Grounding
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Spatial Semantics and Situated Grounding
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Spatial Properties of Objects

■ Object size, shape, dimensionality, texture
■ OrientaKon, frame of reference, facing (front/back)
■ How we spaKally interact with an object 
■ Space needed for Object funcKon - affordance space
■ Event space used for object funcKon or purpose

Pustejovsky, J., & Krishnaswamy, N. (2016). VoxML: A Visualization Modeling Language. In Proceedings of the Tenth 
International Conference on Language Resources and Evaluation (LREC’16).

Krishnaswamy, N., & Pustejovsky, J. (2016). VoxSim: A visual platform for modeling motion language. In Proceedings 
of COLING 2016, the 26th International Conference on Computational Linguistics: System Demonstrations.
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Spatial Properties of Objects
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Reference Frames and Affordances

Osiurak, F., Rossetti, Y., and Badets, A. (2017). What is an 
affordance? 40 years later. Neuroscience & Biobehavioral 
Reviews, 77, 403-417.
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Affordance Space and Grasp Poses

Pustejovsky, J., Krishnaswamy, N., and Do, T. (2017). Object embodiment in a multimodal simulation. 
In AAAI Spring Symposium: Interactive Multisensory Object Perception for Embodied Agents.



Habitats and Affordances
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VoxML: Visual Object Concept Modeling Language
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VoxML - cup
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VoxML for actions and relations
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VoxML - grasp
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VoxML – Composition [grasp + cup]

■ ConKnuaKon-passing style 
semanKcs for composiKon

■ Used within convenKonal 
sentence structures 

■ Used between sentences in 
discourse

■ Used for gesture sequencing as 
well

Krishnaswamy, N., & Pustejovsky, J. (2019). Multimodal Continuation-
style Architectures for Human-Robot Interaction. arXiv preprint 
arXiv:1909.08161.
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QSRLib

■ Gatsoulis, Yiannis, Muhannad Alomari, Chris Burbridge, Christian Dondrup, Paul Duckworth, Peter 
Lightbody, Marc Hanheide, Nick Hawes, D. C. Hogg, and A. G. Cohn. "Qsrlib: a software library for 
online acquisition of qualitative spatial relations from video." (2016).
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• VoxML encodes spatial configuration of gestures

Gestures Generated in VoxWorld

Pustejovsky, J., Krishnaswamy, N., Beveridge, R., Ortega, F. R., Patil, D., Wang, H., & McNeely-White, D. 
G. Interpreting and Generating Gestures with Embodied Human Computer Interactions, GENEA 
Workshop, IVA20, 2020. 
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Multimodal Dialogue

■ Language and Gesture determine Situated Grounding
■ “That block, move it there.” 
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Multimodal Dialogue
■ Gesture sequence command

Krishnaswamy, N., and Pustejovsky, J. (2018). Deictic Adaptation in a Virtual Environment. In German 
Conference on Spatial Cognition (pp. 180-196). Springer, Cham.
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Spatial Reasoning and Affordance Learning



Affordance Embeddings
Krishnaswamy and Pustejovsky (2021)



Affordance Embeddings



Affordance Embeddings



Affordance Embeddings



Example of Learning

■ h"p://www.voxicon.net/wp-content/uploads/2020/07/DianaAffordanceTransferLearning.mp4

http://www.voxicon.net/wp-content/uploads/2020/07/DianaAffordanceTransferLearning.mp4


Data Augmentation



Data Augmentation



Data Augmentation



Data Augmentation
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Situated Communications
■ Multimodal Situated Grounding – co-perception and co-attention are 

necessary to understand deixis and relative spatial expressions
Put the big one right here.
I want the cookie on the left behind the donut. 
Show me a coffee shop around … here.

■ Understanding Events and their Results – actions change the spatial 
nature of the environment

Mary opened the door and left the room. 
Put the book in the bag. Take the bag to the car.
Remove the seeds and cut into thin strips, then brown in oil. 

■ Appreciation of spatial properties of objects - intrinsic vs. relative 
Frame of Reference

The tree behind the bench
The bench in front of the tree



Paraphrase Grammars
Non-deriva.onal Transforma.on Grammar



Type-driven Dense Paraphrasing
Pustejovsky (1995)



Canonical 
Syntactic 
Form –

Structural 
Motifs



CSF (Motifs) for these Semantic Types



Decontextualization
Choi et al (2021)



Dense Paraphrasing
Pustejovsky et al (2021), Tu et al (2022)



Frame Saturation



Frame Saturation – filling in missing roles



Dense Paraphrasing with situated grounding



Dense Paraphrasing
Subevent structure



GL Event Structure 
Im and Pustejovsky (2010)



Generative Lexicon AMR (GLAMR)

● A new semantic representation extending AMR with 
Generative Lexicon event structure

● Propose a pipeline for automatic augmentation of AMR to 
GLAMR graphs

● Create a GLAMR dataset from procedural texts, e.g., cooking 
recipes

● Evaluate with baselines for converting text to GLAMR and 
GLAMR to text

■ Tu et al (2024) COLING-LREC



Generic GLAMR graph



Background

Abstract Meaning Representa$on (AMR)

● A semanKc meaning representaKon that can encode the 
meaning of the texts in a structured way

● Able to go beyond sentences (e.g., DocAMR, UMR, etc)

● Flexible to be extended with other semanKc informaKon (e.g., 
dialogue, gesture, acKon, etc)



Background

Abstract Meaning Representation (AMR)
Sentence: Slice the onion.

Generated from https://nlp.uniroma1.it/spring/.

https://nlp.uniroma1.it/spring/


Background

Genera$ve Lexicon - VerbNet (GL-VN)

● VerbNet provides semanKc representaKons for a wide 
coverage of verb classes

● GL-VerbNet updates VN with representaKons for the GL event 
structure



Background

Generative Lexicon - VerbNet (GL-VN)
GL event structure of the VN class pour-9.5



Background

Coreference under Transformation Labeling (CUTL) Dataset

● Contain the annotations of entities, their anaphoric and 
coreference relations, and the accompanying event semantics 
on the cooking recipes

● Annotate each event as an I/O process with the explicit and 
implicit arguments, as well as the anaphoric relations between 
the entities



Mapping from GL-VN to GLAMR 

● :event-structure links the predicate to the 
root of subevents as the direct child of the 
predicate

● GL event structure is portable that can be added to 
or detached from original AMR graphs



Mapping from GL-VN to GLAMR 

● New AMR roles E1, E2, . . . are added to 
represent the subevent indices

● The indices are aligned with the GL event structure 
of the predicate encoded in VN



Mapping from GL-VN to GLAMR 

● The concepts and variables inside the subevent are 
synced with the outside through reentrance



Mapping from GL-VN to GLAMR 

● :ACTION represent the action that has been 
performed on the objects during the event time

● The concept is the verb lemma of the predicate



Mapping from GL-VN to GLAMR 

● Subevents with the same temporal index are 
stacked with the :op roles

● Negation is represented with the attribute 
:polarity



GLAMR Dataset

Subevent frequency



Put the onions in the pan.

GLAMR Event Enrichment



GLAMR Event Enrichment



Multi-Modal Dense Paraphrasing 
(MMDP)

● Extend the DP to encode the multimodal input into Machine 
Readable Paraphrases (MRP)

● Apply LLMs to decode MRP into Human Readable Paraphrases 
for downstream tasks

● HRP encodes the potential non-verbal information and 
situated grounding from the interaction between participants 
and the objects

● Apply MMDP on the Weights Task Dataset for the common 
ground tracking problem



Weights Task Dataset
● Contains ten videos, in which groups of three were asked to 

determine the weights of five blocks using a balance scale
● Participants communicated with each other using multiple 

modalities, including language, gesture, gaze, and action
● Contains common ground annotation on the dialogue where 

participants reach the common grounds (agree on the 
statements on the weights of the tasks)

● Multimodal interaction
● Speech
● Gesture
● Gaze
● Action
● Posture



Situated Mul?modal Coreference



Dense Paraphrasing through Multimodal Alignment

■■



Encodings from the MMDP

■ Aligned Video frame with gesture, gaze, and 
speech

■ Utterance: “Try this one”



Encodings from the MMDP

■ Aligned Video frame with gesture, gaze, and 
speech

■ Utterance: “Try this one”

MRP
{P1-utterance: try this one,
P1-gesture: point   

(blue_block,others)}

HRP
Par$cipant 1 pointed at 
the blue block and 
commented to others that 
they should try the blue 
block.



MMDP on Common Ground Tracking



KOSMOS-2 : 
❑ Combines multiple modes of input and output, users can use their voice to 

give commands, gestures to navigate through menus, touch to interact with 
virtual objects, and gaze to control certain functions.

❑ Peng, Zhiliang, et al. "Kosmos-2: Grounding multimodal large language models to the 
world." arXiv preprint arXiv:2306.14824 (2023).

GLaMM: Pixel Grounding Large Multimodal Model. 
❑ Key feature is pixel grounding, which involves associating specific pixels in 

an image with their corresponding textual concepts. 
❑ Global image encoder, a region encoder, a language-to-language model, a 

grounding image encoder, and a pixel decoder. 
❑ Rasheed et al (2024). Glamm: Pixel grounding large multimodal model. In Proceedings 

of the IEEE/CVF Conference on Computer Vision and Pattern Recognition

Multimodal Large Language Models (MLLMs)



Coined by RT-2 (Brohan et al, 2023) – focuses on 
embodied AI for human-robot interaction
Taxonomy of VLA Models

Vision Language Ac?on Models (VLA)



Vision Language Action Models (VLA)



Hierarchical Robot Policy

Reinforcement learning has seen a shi` towards 
employing Transformers to model the Markov 
Decision Process as autoregressive sequenKal data.



VLA Architectures



Represent robot actions as another language, which can be cast 
into text tokens and trained together with Internet-scale vision-
language datasets.

RT-2 – Google DeepMind



During inference, the text tokens are de-tokenized into robot actions, enabling 
closed loop control. This allows us to leverage the backbone and pretraining of 
vision-language models in learning robotic policies, transferring some of their 
generalization, semantic understanding, and reasoning to robotic control.

RT-2 – Google DeepMind



Each task required understanding visual-semantic concepts and the ability to perform 
robotic control to operate on these concepts. Commands such as “pick up the bag about to 
fall off the table” or “move banana to the sum of two plus one” – where the robot is asked 
to perform a manipulation task on objects or scenarios never seen in the robotic data –
required knowledge translated from web-based data to operate.

RT-2 – Google DeepMind



Affordance-like behavior is adapKve and transferable. 

RT-2 – Google DeepMind



Integration of multimodal datasets, together with 
uniform encoding as textual form (linguistic dense 
paraphrasing) promises to provide additional training 
data for new modalities and context:
❑ Situational dialogue variables 
❑ Environmental states
❑ Epistemic states of agents
❑ Other common ground knowledge

Situated Grounding -Future Research


