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Concluding Slides 
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Summary

■ Overviewed the related cognitive and linguistic studies for representation 
of spatial and temporal meaning.  


■ Introduced the related resources and benchmarks for spatial and temporal 
information extraction and training models for spatiotemporal 
representations to help reasoning. 


■ Discussed mapping language to 1D/2D/3D/4D representations to n help 
human-like spatial and temporal reasoning. 


■ Evaluation of Large Language models of spatial temporal reasoning in 
multimodal setting.


■ Spatial Commonsense reasoning 


■ We reviewed several downstream tasks such as situated grounding in 
multimodal setting, Navigation, Robot path finding, self-driving cars, human-
object interaction, extraction of events timelines and more.
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Summary

■ Overviewed the related cognitive and linguistic studies for representation 
of spatial and temporal meaning.  


■ Introduced the related resources and benchmarks for spatial and temporal 
information extraction and training models for spatiotemporal 
representations to help reasoning. 


■ Discussed mapping language to 1D/2D/3D/4D representations to n help 
human-like spatial and temporal reasoning. 


■ Evaluation of Large Language models of spatial temporal reasoning in 
multimodal setting.


■ Spatial Commonsense reasoning 


■ We reviewed several downstream tasks such as situated grounding in 
multimodal setting, Navigation, Robot path finding, self-driving cars, human-
object interaction, extraction of events timelines and more.

■ This is not complete by any means… 
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Future Directions

■ There is a gap between the past studies and what is used in current deep learning models for 
downstream tasks. 


■ The current deep architectures ignore the cognitive linguistic studies. 


■ Still lack of benchmarks to evaluate the capabilities of the deep architectures and language 
models for spatial and temporal language understanding.


■ Spatial language understanding needs commonsense about object affordances and real-world 
situations. 


■ We need more sophisticated models that take the explicit semantics into account to be able 
to rely on them in real-world scenarios and unobserved situations. 


■ Novel Pre-training and fine-tuning, data-augmentation, for symbolic conceptualizations 


■ Exploiting symbolic semantic abstraction for minimum task supervision for 
more generalizable models


■ Exploiting interactions for gaining spatial knowledge with indirect supervision
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A New Book Coming based on our Tutorials



https://spatial-language-tutorial.github.io

Tutorial Webpage and more …
We will add all the related info and link in here including the slides of 
past tutorials :

Spatial Language Understanding (SpLU) and Robo-NLP workshop 
colocated with ACL-2024 in Bangkok:

https://splu-robonlp-2024.github.io/



https://spatial-language-tutorial.github.io

Final Word

We need more people work on this…



https://spatial-language-tutorial.github.io

Final Word

Fei-Fei Li: 


With Spatial Intelligence, AI will Understand the Real World!

We need more people work on this…



https://spatial-language-tutorial.github.io

Final Word

Thank you! Questions?  

Fei-Fei Li: 


With Spatial Intelligence, AI will Understand the Real World!

We need more people work on this…
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